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THREE-DIMENSIONAL MEASUREMENT
APPARATUS, THREE-DIMENSIONAL
MEASUREMENT METHOD, AND STORAGE
MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a three-dimensional mea-
surement apparatus capable of calibrating an apparatus error
that occurs in the three-dimensional measurement apparatus
for measuring the surface shape of an object, a three-dimen-
sional measurement method, and a storage medium.

2. Description of the Related Art

As an apparatus for measuring the surface shape of an
object in a noncontact manner, there is conventionally an
apparatus that measures the surface shape based on the prin-
ciple of the triangulation method using a projection unit and
a capture unit. This measurement method will be described.
First, the projection unit projects a pattern onto the object.
Next, the capture unit captures the object with the projected
pattern. The position of the pattern on the capture pixel sur-
face of the capture unit is detected from the captured image
data. Then, positions on the pattern on the projection pixel
surface of the projection unit and positions on the pattern on
the capture pixel surface are made to correspond with each
other.

The positional relationship between the projection unit and
the capture unit is obtained by calibration. For example, the
base line length between the projection unit and the capture
unit, the rotation/translation information of the capture unit
and the projection unit, apparatus specific parameters of the
projection unit and the capture unit, the focal length, the
optical axis principal point position, the lens aberration val-
ues, and the like (to be generically referred to as calibration
values) are obtained in advance.

Finally, the distance from the apparatus to the object is
measured from the calibration values and the positional rela-
tionship between the pattern on the projection pixel surface
and that on the capture pixel surface using the principle of the
triangulation method. In the apparatus that measures the sur-
face shape of an object using the projection unit and the
capture unit, generally, the shapes and arrangement of the
devices in use slightly change over time due to, for example,
a thermal expansion/contraction effect associated with tem-
perature changes. For this reason, if the temperature readily
changes in the measurement environment or the measurement
is performed for a long time, the pattern projection position
slightly changes. This leads to an error in the result of the
surface shape even when the same object is measured under
the same conditions.

To solve this problem, Japanese Patent Laid-Open No.
8-054234 proposes a method of calibrating three parameters,
that is, the base line length, the projection angle of a projec-
tion unit, and the capture angle of a capture unit by arranging
a plurality of targets whose distances from a three-dimen-
sional measurement apparatus are accurately known. Japa-
nese Patent Laid-Open No. 5-248830 proposes a method of
performing calibration by splitting a measurement beam pro-
jected from a projection unit into a three-dimensional mea-
surement apparatus and obtaining the difference between a
beam projection position stored in advance and the projection
position of the split beam.

In Japanese Patent [.aid-Open No. 8-054234, however, the
distance between each target and the apparatus needs to be
known accurately, and setup in the actual operation is cum-
bersome. In addition, since the distance between each target
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and the apparatus itself may change over time, the reliability
of calibration values is low. In Japanese Patent L.aid-Open No.
5-248830, a new device is added into the apparatus. This
poses problems in downsizing and cost of the apparatus.

SUMMARY OF THE INVENTION

The present invention has been made in consideration of
the above-described problems, and provides a three-dimen-
sional measurement apparatus capable of calibrating a mea-
surement error.

According to one aspect of the present invention, there is
provided a three-dimensional measurement apparatus includ-
ing a projection unit configured to project a predetermined
pattern, and a capture unit configured to capture an object
with the projected pattern, comprising: a detection unit con-
figured to detect, in an image captured by the capture unit,
position information of the pattern on a capture pixel surface,
which is projected to a plurality of pattern detection areas
preset on the same plane in a measurement space; and a
corresponding relationship calculation unit configured to cal-
culate, using the position information, a corresponding rela-
tionship between the pattern on a projection pixel surface of
the projection unit detected in advance before measurement
and the pattern on the projection pixel surface of the projec-
tion unit at a time of measurement.

According to another aspect of the present invention, there
is provided a three-dimensional measurement method of a
three-dimensional measurement apparatus including a pro-
jectionunit configured to project a predetermined pattern, and
a capture unit configured to capture an object with the pro-
jected pattern, the method comprising: a detection step of
detecting, in an image captured by the capture unit, position
information of the pattern on a capture pixel surface, which is
projected to a plurality of pattern detection areas preset on the
same plane in a measurement space; and a calculation step of
calculating, using the position information, a corresponding
relationship between the pattern on a projection pixel surface
of the projection unit detected in advance before measure-
ment and the pattern on the projection pixel surface of the
projection unit at a time of measurement.

According to the present invention, it is possible to provide
a three-dimensional measurement apparatus capable of cali-
brating a measurement error.

Further features of the present invention will become
apparent from the following description of exemplary
embodiments (with reference to the attached drawings).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is ablock diagram showing the basic arrangement of
a three-dimensional measurement apparatus according to an
embodiment;

FIGS. 2A to 2F are views showing examples of projection
patterns;

FIGS. 3A to 3D are views for explaining the schematic
procedure of calibration and three-dimensional measurement
processing by the three-dimensional measurement apparatus;

FIG. 4 is a flowchart for explaining the procedure of cali-
bration and three-dimensional measurement processing by
the three-dimensional measurement apparatus according to
the first embodiment;

FIG. 5 is a view illustrating a projection pattern according
to the second embodiment;

FIG. 6 is a view for explaining linear interpolation accord-
ing to the second embodiment; and
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FIG. 7 is a view for explaining epipolar constraint accord-
ing to the third embodiment.

DESCRIPTION OF THE EMBODIMENTS

<First Embodiment>

FIG.1is a block diagram showing the basic arrangement of
a three-dimensional measurement apparatus according to this
embodiment. The basic arrangement of the measurement
apparatus includes a projector 3 that projects a pattern onto an
object 2, a camera 4 that captures the object 2 with the pro-
jected pattern, and a measurement calculation unit 1 that
instructs to project and capture the pattern and performs cal-
culation processing of captured image data, thereby perform-
ing three-dimensional measurement.

The measurement calculation unit 1 includes a central con-
trol unit 5, a pattern memory 6, an image memory 7, a param-
eter storage unit 8, a measurement processing unit 9, an area
detection unit 10, a first calculation unit 11, a second calcu-
lation unit 12, and a reference information processing unit 13.
These units are connected to each other by a bus so as to
send/receive commands and data.

The pattern memory 6 is formed from a storage unit such as
a ROM. The pattern memory 6 stores a pattern shape program
for setting a pattern to be projected by the projector 3, a time
account program for setting the projection time, and the like.

The central control unit 5 has a function of instructing the
units belonging to the measurement calculation unit 1. Upon
receiving a projection instruction from the central control unit
5, the pattern memory 6 sends a pattern to the projector 3. A
plurality of patterns such as a measurement pattern used in
three-dimensional measurement, a calibration pattern to cali-
brate a measurement error, and a calibration measurement
pattern used to simultaneously perform three-dimensional
measurement and calibration are prepared in the pattern
memory 6. The calibration measurement pattern is a combi-
nation of the calibration pattern and the measurement pattern.
The measurement pattern and the calibration pattern will be
described later with reference to FIGS. 2A to 2F. The pattern
memory 6 sends one of the patterns in accordance with the
instruction from the central control unit 5.

The central control unit 5 has the function of a central
control unit for causing the projector 3 to function as a pro-
jection unit. A time account signal is sent to the projector 3
and the camera 4 to manage the pattern projection and capture
timings. The camera 4 functions as a capture unit for acquir-
ing a captured image.

Image data (captured image) captured by the camera 4 is
temporarily stored in the image memory 7. The image
memory 7 sends the image data to the measurement process-
ing unit 9 or the area detection unit 10 in accordance with an
instruction from the central control unit 5. The procedure of
sending to the measurement processing unit 9 is a procedure
not to calibrate a measurement error. The procedure of send-
ing to the area detection unit 10 is a procedure of calibrating
a measurement error.

Inactual processing, the image data undergoes binarization
processing, sharpening processing, and the like for three-
dimensional measurement processing. These processes are
irrelevant to the embodiment, and a description thereof will
be omitted. In this embodiment, the image data sent from the
image memory 7 is assumed to have undergone necessary
processing.

The area detection unit 10 sets, for the image data, a plu-
rality of areas on the same predetermined plane, detects the
calibration pattern projected on each area, and detects posi-
tion coordinates serving as the position information of the
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pattern for the geometric features of the calibration pattern.
The position coordinates as the detection result are repre-
sented by coordinates on the coordinate system that plots the
pixels of the capture pixel surface of the camera 4. To do error
correction as the object, it is necessary to detect the position
information of the pattern in advance before measurement
and set the reference position. In this embodiment, the refer-
ence position of pattern position coordinates is also detected
at the time of calibration for obtaining the rotation/translation
information of the projector 3 and the camera 4 and calibra-
tion values that are the apparatus specific parameters of the
projection unit and the capture unit. The detected pattern
position coordinates on the capture pixel surface are sent to
the reference information processing unit 13. The pattern
position coordinates on the capture pixel surface detected at
the time of measurement are sent to the first calculation unit
11.

The reference information processing unit 13 calculates
the corresponding relationship between the capture pixel sur-
face of the camera 4 and the projection pixel surface of the
projector 3 at the time of calibration using the reference
position of the pattern position coordinates. The correspond-
ing relationship by the pattern stored in the pattern memory 6
will be described later with reference to FIGS. 3A to 3D. The
parameter storage unit 8 is formed from a storage unit such as
a ROM or a RAM. The parameter storage unit 8 stores the
above-described calibration values. The parameter storage
unit 8 also stores the reference position of the pattern position
coordinates and the corresponding relationship between the
capture pixel surface of the camera 4 and the projection pixel
surface of the projector 3 at the time of calibration obtained by
the reference information processing unit 13. These param-
eters are sent to the respective units as needed.

The corresponding relationship calculation unit is divided
into the first calculation unit 11 and the second calculation
unit 12 to perform the following processing. The first calcu-
lation unit 11 acquires the pattern position coordinates on the
capture pixel surface at the time of calibration from the
parameter storage unit 8 and the pattern position coordinates
on the capture pixel surface at the time of measurement from
the area detection unit 10. The first calculation unit 11 then
obtains the corresponding relationship between the pattern on
the capture pixel surface at the time of calibration and that at
the time of measurement from the acquired pattern position
coordinates on the capture pixel surface at the time of cali-
bration and the pattern position coordinates on the capture
pixel surface at the time of measurement. The first calculation
unit 11 sends the obtained corresponding relationship to the
second calculation unit 12.

The second calculation unit 12 obtains the corresponding
relationship between the pattern on the projection pixel sur-
face at the time of calibration and that at the time of measure-
ment. The second calculation unit 12 acquires the corre-
sponding relationship between the capture pixel surface of the
camera 4 and the projection pixel surface of the projector 3 at
the time of calibration from the parameter storage unit 8. The
second calculation unit 12 also acquires the corresponding
relationship between the pattern on the capture pixel surface
at the time of calibration and that at the time of measurement
from the first calculation unit 11. Using the two correspond-
ing relationships, the second calculation unit 12 obtains the
corresponding relationship between the pattern on the pro-
jection pixel surface at the time of calibration and that at the
time of measurement. The calculated corresponding relation-
ship is sent to the measurement processing unit 9.

The measurement processing unit 9 acquires the calibra-
tion values from the parameter storage unit 8 and performs
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three-dimensional measurement by the principle of the trian-
gulation method using the image data. For measurement error
calibration according to this embodiment, the corresponding
relationship between the pattern on the capture pixel surface
and that on the projection pixel surface is changed using a
projection transformation matrix C acquired from the second
calculation unit 12. The measurement result is generated as
three-dimensional measurement data. The three-dimensional
measurement data is visualized such that it can be observed as
a depth map on a display unit 14 such as a monitor.

Note that some of the functions of the measurement calcu-
lation unit 1 can be replaced with an external device including
a central control unit and a storage unit that stores computer
programs. For example, the reference information processing
unit 13 and the parameter storage unit may partially be
replaced with the external device, and the values at the time of
calibration may be obtained by the external device. In this
case, the reference information processing unit 13 and the
parameter storage unit are partially removed from the three-
dimensional measurement apparatus of this embodiment.

FIGS. 2A to 2F are views showing examples of patterns to
be projected. FIG. 2A is a view showing a measurement
pattern 24 used in three-dimensional measurement. In this
embodiment, a space encoding method will be described as
an example of the three-dimensional measurement method.
However, the pattern to be projected can be any one of a gray
code pattern used in the space encoding method, a pattern
having a luminance change used in a phase shift method, and
a line pattern used in a light-section method. The measure-
ment pattern 24 has bright portions and dark portions, which
are alternately arranged at a predetermined width. There exist
a plurality of patterns having different widths of bright por-
tions and dark portions. Each of these patterns is projected.
FIG. 2A shows a representative one of the patterns.

The object 2 is placed on a measurement table 20 having a
uniform planarity and measured. The measurement pattern 24
is projected to the whole area to be measured. FIG. 2B is a
conceptual view showing a state in which the object 2 is
placed on the measurement table 20, and the measurement
pattern 24 is projected to perform measurement.

FIG. 2C is a view showing calibration patterns 22 to cali-
brate a measurement error. A plurality of calibration patterns
22 are projected to the outer peripheral portion of the whole
area to be measured. The calibration patterns 22 are arranged
on the same plane in a measurement space. At least three
calibration patterns are necessary. In this embodiment, four
calibration patterns 22 are projected to the measurement table
20 to maintain the same planarity. The reason why four cali-
bration patterns are used to maintain the same planarity will
be explained concerning an algorithm to be described later.

The calibration pattern 22 employs a shape that facilitates
geometric feature detection and enables to detect a shift of
two-dimensional coordinates. FIG. 2C illustrates a cruciform
pattern as an example. The measurer sets the positions of
detection areas 21 (pattern detection areas) at four predeter-
mined corners in advance. Once the positions are set, they are
not changed. The calibration patterns 22 are always projected
from predetermined pixels on the projection pixel surface of
the projector 3. The three-dimensional measurement appara-
tus automatically detects the calibration patterns 22 in the
detection areas 21. For this reason, the detection areas 21 are
set within a range larger than the corresponding relationship
of'an assumed shift, so the calibration patterns 22 do not come
out of the detection areas 21. For example, the cruciform
pattern may move within the range of several hundred pm to
several mm over time in a commercially available projector.
Hence, the detection areas 21 can be set to a larger size.
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FIG. 2D is a view showing a state in which a calibration
measurement pattern 25 that combines the measurement pat-
tern 24 used in three-dimensional measurement and the cali-
bration patterns 22 to calibrate a measurement error is pro-
jected. In this algorithm, measurement error calibration can
be performed even by sequentially projecting the measure-
ment pattern 24 and the calibration patterns 22. However,
three-dimensional measurement and calibration can be done
simultaneously by projecting the calibration measurement
pattern 25. In this embodiment, the description will be made
assuming that the calibration measurement pattern 25 is pro-
jected.

Detecting the geometric feature of the calibration pattern
22 will be explained next. The purpose is to detect the geo-
metric feature of the calibration pattern 22 and determine the
position coordinates of the calibration pattern from the geo-
metric feature. For this purpose, it is necessary to uniquely
determine the coordinates from the geometric feature of the
calibration pattern 22. In FIG. 2D, the intersection point of
each cruciform pattern is detected as the position coordinates
of the calibration pattern 22. The position coordinates deter-
mined on the capture pixel surface of the camera 4 will be
expressed as (xc, yc) hereinafter. The position coordinates
determined on the projection pixel surface of the projector 3
will be expressed as (xp, yp) hereinafter.

FIG. 2E shows a circular pattern 23 as another example of
the calibration pattern 22. The position coordinates obtained
from the geometric feature of the circular pattern 23 are the
coordinates of the circle center. The circle center is detected
from the image data by circle fitting to the circular pattern 23,
thereby obtaining the position coordinates of the circular
pattern 23 (calibration pattern).

FIG. 2F shows a plurality of cruciform patterns 26 as still
another example of the calibration pattern 22. In this case, the
geometric feature of each cruciform pattern is the intersection
point. The average of the coordinates of the intersection
points is representatively determined as the position coordi-
nates. Alternatively, the coordinates of each intersection point
are directly used as the position coordinates. As in this
example, the position coordinates can be obtained for one or
a plurality of points in one detection area 21.

Important is that the position coordinates in the two-di-
mensional directions can uniquely be determined from the
calibration pattern and tracked over time. Any calibration
pattern other than those described above can be employed in
this embodiment as long as it satisfies those conditions.

In this embodiment, the measurement pattern 24 has been
described as a pattern in a one-dimensional direction. How-
ever, when performing three-dimensional measurement, a
pattern in the remaining one-dimensional direction (in FIG.
2A, the vertical direction) may be projected. In this case, the
position coordinates in the two-dimensional directions are
determined in the detection area without projecting a calibra-
tion pattern different from the measurement pattern 24. That
is, the position coordinates of the pattern in the detection area
can be obtained using the measurement pattern itself.

FIGS. 3A to 3D are views for explaining the schematic
procedure of calibration and three-dimensional measurement
processing by the three-dimensional measurement apparatus
according to this embodiment. A lower right view 301 of FIG.
3 A shows only the measurement pattern out of the calibration
measurement pattern projected at the time of calibration, that
is, a measurement pattern 35 (reference pattern on the pro-
jector side) on a projection pixel surface 31 of the projector. A
lower left view 302 of FIG. 3A shows a measurement pattern
33 (reference pattern on the camera side) on a capture pixel
surface 30 of camera, which is obtained by projecting the
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measurement pattern 35 and capturing light reflected by the
object surface at the time of calibration.

An upper left view 303 of FIG. 3A shows a measurement
pattern 32 on the capture pixel surface 30, which is obtained
by projecting the measurement pattern 35 and capturing it at
the time of measurement. At the time of measurement, the
internal devices of the projector slightly deform due to heat in
the projector and the like, and the pattern position is slightly
different from that at the time of calibration before measure-
ment. For this reason, even when the projected pattern is the
same, an angled pattern is captured as compared to the pattern
at the time of calibration, as shown in the upper left view 303.
An upper right view 304 of FIG. 3A shows a measurement
pattern 34 on the virtual projection pixel surface 31 finally
obtained in this algorithm. The actually projected pattern on
the projection pixel surface 31 is the pattern shown in the
lower right view 301. However, the pattern on the projection
surface is virtually changed in accordance with the captured
pattern shown in the upper left view 303. This is the process-
ing performed by the algorithm. The corresponding relation-
ship of the shift between the measurement pattern 34 on the
projection pixel surface 31 shown in the upper right view 304
and the measurement pattern 35 (lower right view 301) at the
time of calibration can be obtained from the corresponding
relationship of the shift between the measurement pattern 32
and the measurement pattern 33 on the camera side.

Calibration is performed by shifting the measurement pat-
tern 34 on the projection pixel surface 31 at the time of
measurement from the measurement pattern 35 at the time of
calibration by the amount of shift of the measurement pattern
32 on the capture pixel surface 30 at the time of measurement
from the measurement pattern 33 at the time of calibration.
For this purpose, the corresponding relationship of the shiftin
the overall measurement area is represented by the corre-
sponding relationship of the shift of the position coordinates
of the calibration pattern detected in the detection area 21
shown in FIGS. 2C, 2D, and 2F. The method of calculating the
corresponding relationship of the shift of the position coor-
dinates of the calibration pattern will be described below.
Based on the corresponding relationship of the shift between
the measurement pattern 32 on the capture pixel surface at the
time of measurement and the measurement pattern 33 at the
time of calibration, the measurement processing unit 9
changes a table that numbers the edges of the bright portions
and dark portions of the pattern on the projection pixel sur-
face. The table that numbers the edges of the bright portions
and dark portions of the pattern on the projection pixel surface
will be described with reference to FIGS. 3B to 3D.

The arrows in FIG. 3A indicate the calculation relationship
of the algorithm according to this embodiment. First, at the
time of calibration, the projection relationship between the
measurement pattern 35 on the projection pixel surface 31 of
the projector 3 and the measurement pattern 33 on the capture
pixel surface 30 of the camera 4 is obtained as the correspond-
ing relationship between the capture pixel surface of the
camera 4 and the projection pixel surface of the projector 3 at
the time of calibration. This processing is executed by the
reference information processing unit 13. A projection trans-
formation matrix A is calculated using position coordinates
(xpl,ypl) ofthe calibration patternin the detection area 21 on
the projection pixel surface 31 and position coordinates (xcl,
ycl) of the calibration pattern in the detection area 21 on the
capture pixel surface 30 at the time of calibration.
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The projection transformation matrix A is represented by
two rowsxtwo columns:

(xpl
wpl

(mll le]
“\m2l m22

To perform projection transformation, at least four points
on the same plane to designate an area to be subjected to
projection transformation are necessary. Hence, in this
embodiment, the detection areas 21 are arranged at the four
corners of the measurement table 20.

Next, the corresponding relationship between the calibra-
tion pattern on the capture pixel surface at the time of cali-
bration and that at the time of measurement is obtained. The
first calculation unit 11 obtains the projection relationship
between the measurement pattern 33 on the capture pixel
surface 30 at the time of calibration and the measurement
pattern 32 on the capture pixel surface 30 at the time of
measurement. A projection transformation matrix B is calcu-
lated using position coordinates (xc2, yc2) of the calibration
pattern in the detection area 21 on the capture pixel surface 30
at the time of measurement and position coordinates (xcl,
ycl) of the calibration pattern in the detection area 21 on the
capture pixel surface 30 at the time of calibration.

xc2 xel 2)
()=o)
ye2 yel

The projection transformation matrix B is represented by
two rowsxtwo columns:

( nll nl2 ]
B=
n2l n22

Using the projection transformation matrix A, the relation-
ship between the measurement pattern 32 on the capture pixel
surface 30 and the measurement pattern 34 on the projection
pixel surface 31 at the time of measurement can be repre-
sented by equation (3).

( xp2 ] ( xc2 ] 3)
=AX
yp2 ye2

Next, the corresponding relationship between the calibra-
tion pattern on the projection pixel surface at the time of
calibration and that at the time of measurement is obtained.
The projection relationship between the measurement pattern
34 on the projection pixel surface 31 at the time of measure-
ment and the measurement pattern 35 at the time of calibra-
tion is given by equation (4).
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(po ] - Cx (C)]
w2

A projection transformation matrix C is represented by two
rowsxtwo columns:

xpl xpl
( ’ ]:AxBxA’lx( ’ ]
wpl wpl

(hll mz]
T\h21 m22

From the relationship represented by equation (4), equa-
tion (5) is obtained.

C=AxBxA™! ©)

The measurement pattern 35 on the projection pixel surface
31 at the time of calibration is multiplied by the projection
transformation matrix C using equation (5), thereby obtain-
ing the measurement pattern 34 at the time of measurement.
This processing is executed by the second calculation unit 12.

FIG. 3B is a table showing the edge positions of the bright
portions and dark portions of the measurement pattern on the
capture pixel surface. FIGS. 3C and 3D are tables showing the
edge positions of the bright portions and dark portions of the
patterns on the projection pixel surface. The table in FIG. 3B
will be referred to as a capture edge position table hereinafter.
Each of the tables in FIGS. 3C and 3D will be referred to as a
projection edge position table hereinafter.

In a method of obtaining the distance from line positions of
the projector, such as the space encoding method, the edge
positions of the bright portions and dark portions of the stripes
of'the measurement pattern serve as measurement values. For
this reason, it is necessary to calculate the edge positions on
the capture pixel surface and hold them in a table. This is the
capture edge position table. FIG. 3B shows a capture edge
position table 40 of the measurement pattern 33 at the time of
calibration. The values in the table indicate the pixels of the
measurement pattern 33 on the capture pixel surface corre-
sponding to the x- and y-coordinate values and have frac-
tional portions to estimate subpixels. In FIG. 3B, for example,
edge positions exist from the 60th pixel to the 82nd pixel in
the y-direction of the capture pixel surface and are held in the
table.

In a method of obtaining the distance by the triangulation
method using the projector, positions on the pattern on the
projection pixel surface of the projection unit and positions on
the pattern on the capture pixel surface need to be made to
correspond with each other. A projection edge position table
is created for this purpose. This applies not only to the space
encoding method but also any other method of obtaining the
distance by the triangulation method using the projector. FIG.
3D shows a projection edge position table 36 of the measure-
ment pattern 34. FIG. 3C shows a projection edge position
table 38 at the time of calibration. For example, when the
number of pixels in the vertical direction (y-direction) of the
projector 3 is 768, and each of the bright portions and dark
portions has a size of one pixel, 767 edge positions can be
obtained at maximum. Hence, the x- and y-coordinate values
of'the projection edge position table represent the numbers of
the edge positions. In FIG. 3C, for example, the 10th to 15th
edge positions in the y-direction of the projection pixel sur-
face are held in the table. That is, “10” in the projection edge
position table indicates the 10th edge position. Since the
projection edge position table in FIG. 3C and the capture edge
position table in FIG. 3B make a pair, “10” in the projection
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edge position table corresponds to the row (60.2-61.4) of “60”
with fractional portions in the capture edge position table.

Conventionally, the projection edge position table 36 at the
time of measurement (FIG. 3D) holds the same values as in
the projection edge position table 38 at the time of calibration
(FIG. 3C). In this case, however, a measurement error occurs
because the projection edge position table does not corre-
spond to a variation in the pattern position. To prevent this, the
projection edge position table is changed using the projection
transformation matrix C calculated in FIG. 3A, thereby form-
ing the projection edge position table 36.

This makes it possible to estimate the corresponding rela-
tionship of the shift of the whole measurement area on the
projection pixel surface from the corresponding relationship
of the shift of the position coordinates of the calibration
pattern in the detection area 21 and thus change the position
coordinates ofthe pattern in the whole area. This is calibration
performed by the measurement processing unit 9. Note that
the above-described formulas are merely examples, and a
calculation method by another method is also usable. For
example, equations (6) and (7) may be used in place of equa-
tion (3).

( Xp ] ( Xcl ] 6)
=Dx
Ypl Yel
( Xpl ] ( Xc2 ] (7
=EXx
Ypl Ye2
From equations (6) and (7), equation (8) is obtained.
®)

Xc2 ! Xel
( ] =E"%xD x( ]
Y2 Yel

As described above, if the values of the matrix obtained by
equation (3) are not stable, equation (8) can replace it. The
object of this algorithm is to obtain the relationship between
the position information (Xpl, Yp1) on the projection pixel
surface at the time of calibration and the position information
(Xp2, Yp2) on the projection pixel surface at the time of
measurement. Hence, all calculation units for obtaining the
relationship are incorporated in this embodiment.

FIG. 4 is a flowchart for explaining a procedure of calibrat-
ing a measurement error and calculating a three-dimensional
distance. This processing is executed under the general con-
trol of the measurement calculation unit 1. First, the reference
position information of the calibration pattern is acquired.
The operator projects and captures the calibration measure-
ment pattern 25 using the measurement apparatus (step S40).
The geometric feature of the calibration pattern projected in
each preset detection area 21 is detected to obtain position
coordinates (step S41). The projection transformation matrix
A on the capture pixel surface and the projection pixel surface
at the time of calibration is calculated using the position
coordinates on the capture pixel surface of the camera 4 and
the position coordinates on the projection pixel surface of the
projector 3 (step S42).

The procedure executed at the time of calibration has been
described above. The detected position coordinates on the
capture pixel surface and the projection transformation
matrix A are stored in the parameter storage unit 8 of the
three-dimensional measurement apparatus.

Next, three-dimensional measurement starts (step S43).
The projector 3 projects the same calibration measurement
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pattern 25 as that at the time of calibration, and the camera 4
captures the object 2 with the projected calibration measure-
ment pattern 25. Position coordinates are detected from the
calibration pattern projected in each detection area 21, as in
step S41 (step S44). The position coordinates on the capture
pixel surface of the camera 4 at the time of calibration are
acquired from the parameter storage unit 8. The projection
transformation matrix B that defines the projection relation-
ship between the capture pixel surface at the time of measure-
ment and the capture pixel surface at the time of calibration is
calculated from the acquired position coordinates and the
position coordinates on the capture pixel surface at the time of
measurement (step S45).

The projection transformation matrix A calculated in step
S42 is acquired from the parameter storage unit 8. The pro-
jection transformation matrix C that defines the projection
relationship between the projection pixel surface at the time
of' measurement and the projection pixel surface at the time of
calibration is obtained using the acquired projection transfor-
mation matrix A and the projection transformation matrix B
calculated in step S45 (step S46). The values in the projection
edge position table at the time of measurement are multiplied
by the calculated projection transformation matrix C, thereby
changing the projection edge position table (step S47). Three-
dimensional measurement is performed using the new pro-
jection edge position table changed in step S47 (step S48).

According to the above-described method, even when the
distance value from the three-dimensional measurement
apparatus to the detection area is unknown, it is possible to
calibrate a measurement error caused by a time-rate change of
the devices in use by setting a plurality of detection areas on
the same plane and projecting the calibration patterns.

<Second Embodiment>

In the second embodiment, a method of performing cali-
bration using not the calibration measurement pattern 25 but
only a measurement pattern in a one-dimensional direction in
the plane of the measurement area will be described. FIG. 5 is
aview illustrating a pattern to be projected as the pattern in the
one-dimensional direction. A measurement pattern 24 used
for three-dimensional measurement is projected. A plurality
of predetermined detection areas 21 are set, and the shift of
the measurement pattern 24 in the detection areas 21 is
detected. In FIG. 5, since the measurement pattern is a pattern
in the horizontal direction, only a shift in the vertical direction
with respect to the measurement pattern in the one-dimen-
sional direction can be detected in the plane of the measure-
ment area. When only the measurement pattern in the one-
dimensional direction is used, the challenge is coordinate
setting in the direction (horizontal direction in FIG. 5) in
which detection is impossible. The undetectable coordinates
are estimated by linear interpolation.

FIG. 6 is a view for explaining the method of estimating
coordinates by linear interpolation. FIG. 6 shows coordinates
on the image sensor (capture pixel surface) of a camera 4. The
description will be made using the position coordinates of
four points for the sake of simplicity, although the position
coordinates are actually obtained by detecting the geometric
feature of the pattern from a plurality of detection points in the
detection areas 21. The position coordinates of the four cor-
ners are detected by predetermined x-coordinates x1 and x2,
and corresponding y-coordinates are obtained. First, the posi-
tion coordinates of the four points at the time of calibration
are defined clockwise from the upper left corner as (x1,yc11),
(x2, ycl2), (x2, ycl4), and (x1, yc13). The four points are
connected to obtain a pattern shape 60. The position coordi-
nates of' the four points detected from the pattern at the time of
measurement are defined clockwise from the upper left cor-
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ner as (x1, yc21), (x2, yc22), (x2, yc24), and (x1, yc23). The
four points are connected to obtain a pattern shape 61.

A first calculation unit 11 estimates the corresponding
relationship of the shift of each stripe of the pattern in the
detection areas 21 at the four corners from the pattern shapes
60 and 61 using the result of linear interpolation using the
position information of the pattern on the capture pixel sur-
face at the time of calibration and at the time of measurement.
As the method of estimating the corresponding relationship
of the shift, linear interpolation is performed, and the corre-
sponding relationship of the shift is interpolated for each
stripe (pattern) of the measurement pattern 24. The linear
expressions of the upper and lower sides are obtained from
the pattern shapes 60 and 61. To perform interpolation, for
example, a point 62 of the upper side of the pattern shape 60,
apoint 63 of the lower side, a point 64 of the upper side of the
pattern shape 61, and a point 65 of the lower side are set in
correspondence with an x-coordinate x3. At the position of
the x-coordinate x3, the segment between the points 62 and
63 and the segment between the points 64 and 65 have the
corresponding relationship. Which coordinate between the
points 64 and 65 corresponds to the y-coordinate of each
stripe between the points 62 and 63 is one-dimensionally
searched for by linear interpolation, thereby interpolating the
segment between the points 62 and 63 and the segment
between the points 64 and 65. This allows to estimate the
corresponding relationship of the shift of each stripe (pattern)
from the pattern shapes 60 and 61.

FIG. 6 illustrates an example of linear interpolation on the
capture pixel surface of the camera 4. The example of linear
interpolation is also applicable when causing a reference
information processing unit 13 to calculate a corresponding
relationship. The reference information processing unit 13
calculates the corresponding relationship between the capture
pixel surface and the projection pixel surface in a direction
along the pattern in the one-dimensional direction using the
result of linear interpolation using the position information of
the pattern on the projection pixel surface and the position
information of the pattern on the capture pixel surface.

A measurement processing unit 9 can perform calibration
by changing the projection edge position table at the time of
measurement based on the corresponding relationship of the
shift obtained from the result of linear interpolation by the
first calculation unit 11 and the reference information pro-
cessing unit 13.

According to the above-described method, a measurement
error can be calibrated without projecting a special calibra-
tion pattern to the detection area. That is, since a measurement
error can be calibrated only by setting detection areas and
detecting the measurement pattern in each detection area
without changing the three-dimensional measurement
method to be generally performed, even a conventional three-
dimensional measurement apparatus can easily be coped
with.

<Third Embodiment>

In the third embodiment, an algorithm will be explained,
which uses epipolar constraint for estimating the correspond-
ing relationship of the shift in the horizontal direction with
respect to the measurement pattern as well is used in the
method of performing calibration using only the measure-
ment pattern in the one-dimensional direction. A reference
information processing unit 13 can obtain the corresponding
relationship between the capture pixel surface of a camera 4
and the projection pixel surface of a projector 3 using epipolar
constraint. The epipolar constraint will be explained first with
reference to FIG. 7. As can be seen from the arrangement
relationship between the camera 4 and the projector 3 in FIG.
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7, an optical axis center Lc of the camera 4, an optical axis
center Lp of the projector 3, and corresponding points Mc and
Mp on the capture pixel surface of the camera 4 and the
projection pixel surface of the projector 3 exist on the same
plane. That is, the point Mp exists on a line on which the
projection pixel surface of the projector 3 intersects a plane
determined by the optical axis centers L.c and Lp of the
camera 4 and the projector 3 and the point Mc on the capture
pixel surface of the camera 4. This line is called an epipolar
line. Restricting the corresponding point search for the cam-
era 4 and the projector 3 on the epipolar line is called epipolar
constraint.

When the geometric arrangement of the camera 4 and the
projector 3 is known, the epipolar line on the projection pixel
surface of the projector 3 for each observation point of the
camera 4 is obtained. The corresponding point search is per-
formed on the epipolar line, thereby obtaining the corre-
sponding point on the projection pixel surface for each obser-
vation point of the camera 4. Generally, based on a rotation
matrix R and a translation matrix T of the camera 4 and the
projector 3, an elementary matrix E=TxR is obtained. When
Mc=(xc, yc, 1) and Mp=(xp, yp, 1), equation (9) is obtained.

xp (©)]
(xc ye DXEX| yp

1

=0

The algorithm using epipolar constraint will be described
next with reference to FIG. 6. The position coordinates (x1,
yell), (x2,ycl2), (x2,ycl4), and (x1, yc13) of four points at
the time of calibration are detected from the measurement
pattern in the one-dimensional direction. Additionally, the
position coordinates (x1, yc21), (x2, yc22), (x2, yc24), and
(x1, yc23) of four points are detected from the pattern at the
time of measurement. Position coordinates yp on the projec-
tion pixel surface of the projector 3 for the calibration time
and measurement time are obtained from the projection edge
position table. An elementary matrix E is obtained from the
calibration values of the camera 4 and the projector 3. Posi-
tion coordinates Xp on the projection pixel surface of the
projector 3 can thus be obtained using equation (6). Since (xc,
yc) and (xp, yp) are finally obtained, calibration can be per-
formed as in the first embodiment.

Other Embodiments

Aspects of the present invention can also be realized by a
computer of a system or apparatus (or devices such as a CPU
or MPU) that reads out and executes a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s), and by a method, the steps of which
are performed by a computer of a system or apparatus by, for
example, reading out and executing a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s). For this purpose, the program is pro-
vided to the computer for example via a network or from a
recording medium of various types serving as the memory
device (for example, computer-readable medium).

While the present invention has been described with refer-
ence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2011-177744, filed Aug. 15, 2011, which is
hereby incorporated by reference herein in its entirety.
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What is claimed is:

1. A three-dimensional measurement apparatus including a
projection unit configured to project a predetermined pattern,
and a capture unit configured to capture an object with the
projected pattern, comprising:

a holding unit configured to hold a first relationship
between a capture pixel surface of the capture unit and a
projection pixel surface ofthe projection unit at atime of
calibration;

a detection unit configured to detect, in an image captured
by the capture unit, position information of the pattern
on the capture pixel surface, which is projected to a
plurality of pattern detection areas preset on the same
plane in a measurement space at a time of measurement;

an obtaining unit configured to obtain a second relationship
between the position information of the pattern on the
capture pixel surface at the time of calibration and the
position information of the pattern on the capture pixel
surface at the time of measurement;

a corresponding relationship calculation unit configured to
calculate, based on the first relationship and the second
relationship, a corresponding relationship between the
pattern on a projection pixel surface of the projection
unit detected at the time of calibration and the pattern on
the projection pixel surface of the projection unit at the
time of measurement;

a determination unit configured to determine a correspond-
ing relationship between the pattern on the capture pixel
surface of the capture unit and the pattern on the projec-
tion pixel surface of the projection unit at the time of
measurement using the corresponding relationship cal-
culated by the corresponding relationship calculation
unit; and

a measurement unit configured to measure a three-dimen-
sional shape of the object based on the determined cor-
responding relationship.

2. The apparatus according to claim 1, wherein the corre-
sponding relationship calculated by the corresponding rela-
tionship calculation unit is projection transformation.

3. The apparatus according to claim 1, wherein the pattern
projected to the pattern detection areas is a pattern in a one-
dimensional direction in the measurement space.

4. The apparatus according to claim 1, wherein the corre-
sponding relationship calculation unit calculates the corre-
sponding relationship using epipolar constraint.

5. The apparatus according to claim 1, wherein the corre-
sponding relationship calculation unit calculates the corre-
sponding relationship by linear interpolation using the posi-
tion information of the pattern on the capture pixel surface
before the measurement and the position information of the
pattern on the capture pixel surface at the time of measure-
ment.

6. The apparatus according to claim 1, wherein the pattern
is a stripe pattern including a region of a bright portion and a
region of a dark portion.

7. The apparatus according to claim 1, wherein the mea-
surement unit measures the three-dimensional shape of the
object by a principle of a triangulation method.

8. The apparatus according to claim 1, wherein the calibra-
tion is performed before the measurement.

9. A three-dimensional measurement method of a three-
dimensional measurement apparatus, including a projection
unit configured to project a predetermined pattern and a cap-
ture unit configured to capture an object with the projected
pattern, said method comprising:
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a holding step of holding a first relationship between a
capture pixel surface of the capture unit and a projection
pixel surface of the projection unit at a time of calibra-
tion;

a detection step of detecting, in an image captured by the
capture unit, position information of the pattern on the
capture pixel surface, which is projected to a plurality of
pattern detection areas preset on the same plane in a
measurement space at a time of measurement;

an obtaining step of obtaining a second relationship
between the position information of the pattern on the
capture pixel surface at the time of calibration and the
position information of the pattern on the capture pixel
surface at the time of measurement;

acalculation step of calculating, based on the first relation-
ship and the second relationship, a corresponding rela-
tionship between the pattern on a projection pixel sur-
face of the projection unit detected at the time of
calibration and the pattern on the projection pixel sur-
face of the projection unit at the time of measurement;

a determination step of determining a corresponding rela-
tionship between the pattern on the capture pixel surface
of'the capture unit and the pattern on the projection pixel
surface of the projection unit at the time of measurement
using the corresponding relationship calculated in the
calculation step; and

a measurement step of measuring a three-dimensional
shape of the object based on the determined correspond-
ing relationship.

10. A non-transitory computer readable storage medium
storing a program that causes a computer to execute a three-
dimensional measurement method of a three-dimensional
measurement apparatus, including a projection unit config-

5

10

15

20

25

30

16

ured to project a predetermined pattern and a capture unit
configured to capture an object with the projected pattern,
said method comprising:

a holding step of holding a first relationship between a
capture pixel surface of the capture unit and a projection
pixel surface of the projection unit at a time of calibra-
tion;

a detection step of detecting, in an image captured by the
capture unit, position information of the pattern on the
capture pixel surface, which is projected to a plurality of
pattern detection areas preset on the same plane in a
measurement space at a time of measurement;

an obtaining step of obtaining a second relationship
between the position information of the pattern on the
capture pixel surface at the time of calibration and the
position information of the pattern on the capture pixel
surface at the time of measurement;

a calculation step of calculating, based on the first relation-
ship and the second relationship, a corresponding rela-
tionship between the pattern on a projection pixel sur-
face of the projection unit detected at the time of
calibration and the pattern on the projection pixel sur-
face of the projection unit at the time of measurement;

a determination step of determining a corresponding rela-
tionship between the pattern on the capture pixel surface
ofthe capture unit and the pattern on the projection pixel
surface of the projection unit at the time of measurement
using the corresponding relationship calculated in the
calculation step; and

a measurement step of measuring a three-dimensional
shape of the object based on the determined correspond-
ing relationship.



